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Definition of  a graph 
 
 
A graph is an ordered pair (V,E), where 
 
 - V is a set of elements called vertices or nodes 
 
 - E is a set of pairs (a,b)  - with a, b ∊ V -  called edges or links or connections. 
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Some definitions 
 
 
A graph is directed (or oriented) if E is a set of ordered pairs  
 
 i.e.   (a,b) ≠ (b,a). 
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Some definitions 
 
 
A graph is directed (or oriented) if E is a set of ordered pairs  
 
 i.e.   (a,b) ≠ (b,a). 
 
A graph is weighted if a label (weight) is associated with each edge. 
 
A graph is connected if there is a path from any node to any other node. 
  

 

1 2 

3 4 

1 2 

3 4 

15 

2 

3 

2 

0.5 

6 

1 2 

3 4 



Representation with a matrix 
 
The adjacency matrix of a graph G is a square matrix A such that  
 
 A[i,j] is the weight of the edge from vertex i to vertex j 
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Identifying important nodes 
 

 

Degree centrality 

 

 

 

 

 

 

Eigenvector centrality 

 

 

 

 

 

 

Betweenness centrality 
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2 types of graphs in Neuroscience 
 
structural networks :  
nodes = brain areas, neurons, ... 
links = anatomical connections   

  
 
functional networks :  
nodes = signals (EEG, fMRI,...) 
links = mathematical relation    
            between signals 

Bullmore & Sporns, 2009 



Cross-correlation function: 
 
         
 



Cross-correlation function: 
 
 
 
 
 
 
 
           
                              C =  crosscoef(A); 

 



First test in Matlab 

% 5 signals 

s1 = rand(1000,1);                   

s2 = 0.1 * s1; 

s3 = s1 + rand(1000,1); 

s4 = rand(1000,1); 

s5 = s1 + 0.4*s4; 

  

% compute correlation 

C = corrcoef([s1,s2,s3,s4,s5]);      

C = abs(C);      

  

% plot 

imagesc(C); 
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Binary graphs: thresholding 
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Eigenvectors of the correlation matrix 

% 2 mini clusters and one isolated signal 

s1 = rand(1000,1); 

s2 = 5*s1 + rand(1000,1); 

s3 = s1 + s2; 

s4 = rand(1000,1); 

s5 = 4*s4+rand(1000,1); 

s6 = rand(1000,1); 

 

% compute correlation matrix 

C = corrcoef( [s1,s2,s3,s4,s5,s6] ); 

C = abs(C); 

 

% compute and sort eigenvectors 

lambda = eig(C); 

lambda= abs(lambda); 

lambda= sort(lambda); 

  

% PLOT 

subplot(2,1,1);  

imagesc(C); colormap(bone); caxis([0,1]) 

subplot(2,1,2);   

bar(lambda); xlim([0,7]) 



Exercise 
 
iEEG data, 3 epochs of 2 secs at 500Hz (=1000 sampling points) 
for each epoch:  
 
a) compute correlation matrix. 
b) find the channel with highest degree centrality.  
c) find the 10 channels which are the most correlated with it. 
d) compute the ratio 5 largest / 60 smallest eigenvalues.  

eeg_pre.mat                                    eeg_ictal.mat                                   eeg_post.mat 


